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A L����� H��������� N��� �� C����

Computing may someday be organized as a public utility just as the telephone system is
a public utility. Each subscriber needs to pay only for the capacity he actually uses, but
he has access to all programming languages characteristic of a very large system .. .

Certain subscribers might o�er service to other subscribers.
(Professor John McCarthy, 1961)
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From that speech, our story begins, arriving today at the modern concept of the cloud as we
know it. Some of the most important moment in cloud evolution are:

I 1961 - Prof. J. McCarthy’s speech for MIT’s centennial celebration.

I 1968 - IBM launches CP-40/CMS, introducing virtualization.

I 1969 - ARPANET is launched.

I 1991 - World Wide Web opens to the public.

I 1997 - Ramnath K. Chellappa coins the term "Cloud Computing".

I 1998 - Ian Foster et al. formalize the concept of "Grid Computing" [18].

I 1999 - VMWare introduces VMWare Workstation.

I 2006 - Amazon launches AWS.

I 2011 - NIST Cloud Computing Reference Architecture [32].
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Cloud Computing
Cloud computing is a model for enabling ubiquitous, convenient,
on-demand network access to a shared pool of configurable
computing resources (e.g., networks, servers, storage,
applications, and services) that can be rapidly provisioned and
released with minimal management e�ort or service provider
interaction.

Three main categories of cloud computing service models [32] [8]:
I Infrastructure as a Service (IaaS)
I Platform as a Service (PaaS)
I So�ware as a Service (SaaS)

Moving toward Everything as a Service (or XaaS).
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Serverless computing represents a significant evolution in cloud computing. It is a disruptive
technology as it completely eliminates the need for managing infrastructure and back-end.

4



S��������� C��������



I����������� �� S���������
Serverless
Serverless computing is a form of cloud computing that allows users to run event-driven and
granularly billed applications, without having to address the operational logic [16].
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Depending on the di�erent level of control o�ered to developers, a serverless service could fall
into di�erent levels of the NISC cloud reference model.
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1. A pre-defined event triggers a serverless
function that was bound to it earlier.

2. The serverless platform prepares the necessary
execution environment for the triggered
function to run (i.e., instance init., application
transmission, and so on.).

3. A�er executions are completed, the serverless
platform releases the resources previously
acquired.

It’s very simple, isn’t it?
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Currently, there are several serverless options available, including both commercial and open
source solutions.

I Commercial:
I Amazon’s AWS Lambda
I Google’s Cloud Functions
I Microso� Azure Functions

I Open Source:
I OpenFaaS
I Apache OpenWhisk
I Knative
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S������� F��S
Serverless functions are developed in a stateless way.

I But there may be situations where it is necessary to transfer state.
I The situation is more complicated for serverless applications modeled as DAGs [11].

Solutions:

I Leverage on public cloud storage services (i.e., AWS S3) �Overhead!
I Use a distributed storage at the edge (i.e., Akka) [12] � Depends on the case scenario.
I Pass the state on each function call � The client maintains the state.
I Use an orchestrator to coordinate serverless functions andmaintain state.

I AWS Step Functions
I Azure’s Durable Functions [7]
I Apache OpenWhisk through Action Sequences

But are there better solutions?
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Specific serverless frameworks are necessary to target
di�erent domains:
I Numerical Computing:

I NumPyWren [41]
I Video Processing:

I ExCamera [19], and Sprocket [3]
I Internet of Things:

I AWS IoT Greengrass [29], and Azure IoT Edge [24]
I tinyFaaS [37], AuctionWhisk [6], and PAPS [5]

I Big Data Analytics:
I MapReduce for Serverless [21]

I Machine Learning:
I BATCH [2], and Cirrus [10]

Mature tools are needed to
facilitate the adoption of the

serverless model.
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Main Challenge �Minimize the startup time.

The startup time is influenced by three main phases [25]:

1. Scheduling and starting the resources needed to run the cloud function.
2. Setting up the environment where to run the cloud function.
3. Performing application-specific startup tasks.

In case of a cold start, the last two phases have a significant impact on the overall startup time.

And Now for Something Completely Di�erent. . .
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Depending on the level of abstraction, virtualization can be
divided into three main categories [8]:
I System-level Virtualization:

I Type I/Native Hypervisor (i.e., Xen).
I Type II/Hosted Hypervisor (i.e., VMWare, KVM, VirtualBox).
I i.e., Unikernels.

I OS-level Virtualization:
I a.k.a. container.
I i.e., Docker, FreeBSD Jails, and others.

I Programming Language-level Virtualization:
I Execution through:

I Interpretation
I Just-In-Time compilation

I i.e., JVM (Java), PVM (Python), and WebAssembly. 15
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I OS-level Virtualization.
I Docker containers share the host OS kernel.

I More lightweight than VMs.
I But a kernel crash blocks all the containers on the same PM.
I Also, shared kernel introduces potential security risks.

I Docker images make containers portable.
I An image encapsulates an application and its dependencies.
I It is possible to move containers between di�erent systems.

I Each container has its own file system, libraries, and
dependencies.
I This can result in higher storage andmemory usage.

Currently is the de facto standard virtualization solution used for serverless functions.
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W��A������� (wasm)
I Programming Language-level Virtualization.
I Presented in 2015, launched in 2017.
I It is a general-purpose virtual ISA [39].

I It is designed to work with a stack-based virtual machine.
I It is both source language and target platform agnostic.

I It supports compilation from C/C++, Rust, and any other
LLVM-supported languages.

I There are several Wasm runtime implementations
available.

I TheWebAssembly System Interface (WASI) provides an
API for interacting with underlying resources [43].
I It makes it possible to run WebAssembly outside of the

browser.
17
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I System-level Virtualization.
I Based on the work done on Exokernel [15] and
Nemesis [31].

I Exploit the concept of Library OS.
I Reduce OS services to the minimum required

for a specific application or service.
I These are compiled, along with the

application, into a single bootable VM image.

I Cloud (micro)service deployed within a Guest
Library OS, running on a hypervisor.

I Popular examples: MirageOS [34], Hermit [30],
Unikra� [28], andmany others.
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Advantages

I Provide better performance than
containers [22].

I Reduce the number of so�ware layers
deployed on a node in a cloud
infrastructure.

I Reduce overheads caused by
user-space/kernel-space transitions in the
guest running in a VM.

I Reduce the attack surface.

Disadvantages

I Poor development tool support.
I Need for special compilation toolchain.
I Less flexible than containers.
I Lack of multi-thread support. Parallel
applications split into multiple unikernels.

I As unikernels run in Ring 0 (a.k.a.,
supervisor mode), any vulnerabilities in
the system could actually increase the
attack surface [14].
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There are several approaches for mitigating the cold start issue:
I Data Cache-based optimizations:

I SOCK [36], alternative to Docker containers.
I Targets Python workloads.
I Exploits Python package caching and Zygote provisioning.
I It is based on OpenLambda [23].

I SAND [1], introduces a di�erent approach to sandboxing.
I Two levels of fault isolation:
1. Isolation between di�erent applications.
2. Isolation between functions of the same application.

I Application functions run in the same container, but as separate
processes � Shared libraries loaded only once!

I Interacting functions, located in the same host, communicate
through a local bus � Reduce communication overhead.
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I Architecture Design optimizations:
I Use Language-level Virtualization �WebAssembly.

I i.e., WasmEdge [33] and WoW [20].
I Support for a large number of programming languages.
I Currently, libraries and development tools are not mature yet. . .
I . . .but something is moving (see containerd support for WASM).

I Use System-level Virtualization � Unikernels.
I i.e., USETL [17], framework for serverless ETL workloads.
I Better performance w.r.t. standard containers (i.e., Docker).
I Also here, lacks of development tools and libraries.

I Instance Prewarm optimizations:
I Launch function instances in advance to serve the incoming

request [44].
I Di�erent approaches can be used to predict future function

invocations. 21
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I Snapshot-based optimizations:
I Use snapshots to reduce high latency due cold starts.
I Capture the complete state of an initialized function. Saves it

on storage.
I When the same function is invoked again, restore its state

through the saved snapshot.
I i.e., SEUSS [9] � Based on Unikernels.

Currently, these proposals are still limited to the research domain. More work needs to
be done before they can be implemented in real-life applications.
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Current serverless platforms are predominantly centered on CPU resources.

I However, some kinds of workloads could benefit from the use of hardware accelerators.
I i.e., Video Processing, Machine Learning, Artificial Intelligence, and others.

How can the serverless model be adapted to support di�erent types of heterogeneous
accelerators?

I BlastFunction [4] � FPGA-as-a-Service.
I It is an FPGA sharing system for

accelerating serverless applications.
I It uses a time-sharing approach to

maximize device utilization in a
multi-tenant environment.

I Molecule [13] � Distributed Shim.
I It introduces XPU-Shim, which provides

system call style interfaces to serverless
runtime.

I By using XPUcalls, serverless functions
can be instantiated on di�erent PUs (i.e.,
DPU), and communicate directly with
each other.

23
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Current serverless platforms are predominantly centered on CPU resources.

I However, some kinds of workloads could benefit from the use of hardware accelerators.
I i.e., Video Processing, Machine Learning, Artificial Intelligence, and others.

How can the serverless model be adapted to support di�erent types of heterogeneous
workflows?

Moving towards the Kernel-as-a-Servicemodel.

24

https://doi.org/10.1145/3590140.3629115


A����������M��������
At present, the serverless model lacks application modeling techniques.

I Making the understanding of the systemmore di�icult...
I ..and preventing rapid and frequent changes at high levels of abstraction.

There are various possible approaches:

I F(X)-MAN [38], extends the X-MAN component model.
I It defines two types of services: atomic and composite.
I Introduces connectors for hierarchical composition.

I Other approaches involve the usage of BPMN and TOSCA [46], or the usage of design
patterns [35].

However, further research on application modeling for serverless so�ware development is
necessary, since it has di�erent requirements w.r.t. traditional so�ware development.
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What have we learned?
I Serverless computing represents a further evolution of the trend
toward higher levels of abstraction in cloud computing models.

I It enables developers to write applications without dealing with
the operational logic.

I As serverless applications are event-driven, computing resources
are provisioned and instantiated by the cloud provider only when
needed.

I However, this model is not yet mature, there are several open
questions that need to be addressed.

Thank you for your attention!
Any Questions?
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Serverless
Serverless computing is a form of cloud computing that allows users to run event-driven and
granularly billed applications, without having to address the operational logic [16] .

Furthermore, a serverless service exhibits the following characteristics [40] [44]:

1. NoOps: The execution environment is hidden from the customer and completely managed
by the cloud provider (no operations needed).

2. Auto-scaling: The cloud provider is responsible for providing andmanaging an auto-scaling
service.

3. Utilization-based billing: The billing mechanismmust only take into account the number of
resources actually used by the customer (i.e. pay-as-you-go).

4. Separation of computation and storage: Generally, serverless computation should be
stateless (This is not always true).
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Function as a Service
Function as a Service (FaaS) is a form of serverless computing in which the cloud provider
manages the resources, life-cycle, and event-driven execution of user-provided functions [16].

Backend as a Service
Backend as a Service (BaaS) is a form of serverless computing focused on providing specialized
serverless frameworks that cater to specific application requirements (i.e., object storage,
databases, or messaging services) [25].

Container as a Service
Container as a Service (CaaS) is a cloud service model that allows users to deploy andmanage
containers in the cloud [42]. CaaS can be seen as a form of serverless computing, depending
on the level of abstraction and automation it provides [27].
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Serverless so�ware development di�ers from traditional non-cloud so�ware development.

Features Non-cloud SWD Serverless SWD

Server management Full management Nomanagement
Functionality implementation Implement everything from scratch Implement only event-driven code
Invocation pattern Client-side calls Event triggers
Performance Always activated Activated only if triggered (cold start)
Cost Pay for everything Only pay for the resources you use
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Source:
https://www.cloudflare.com/en-gb/learning/serverless/glossary/serverless-vs-paas/
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BEYOND THE CLOUD
EXPLORING SERVERLESS COMPUTING AND CLOUD CONTINUUM



Cloud / IoT
Continuum



Modern computing paradigms

Cloud computing
Mobile cloud computing

Fog computing
Edge computing

“A model for enabling convenient, on-demand 
network access to a shared pool of configurable 
computing resources (e.g., networks, servers, 
storage, applications and services) that can be 
rapidly provisioned and released with minimal 
management effort or service provider 
interaction".

P. Mell, T. Grance, et al., The NIST Definition of Cloud Computing, Computer Security Division, National Information Technology Laboratory, 2011.

Advantages Limitations



Modern computing paradigms

Cloud computing

Mobile cloud computing(MCC)
Fog computing

Edge computing

Advantages Limitations

“A mobile device that can execute a 
resource-intensive application on a 
distant high-performance compute 
server or compute cluster and 
support thin client user interactions 
with the application over the 
Internet.”

N.I.M. Enzai, M. Tang, A taxonomy of computation offloading in mobile cloud computing, in: 2014 2nd IEEE International Conference on Mobile Cloud Computing, Services, and Engineering, 2014, pp. 19–28.



Modern computing paradigms

Cloud computing
Mobile cloud computing

Fog computing
Edge computing

Advantages Limitations

“ The process of extending Cloud 
Computing capabilities at the edge of 
the network. Fog incorporates 
computing, storage and network 
resources close to the IoT layer to 
facilitate the data processing”

F. Bonomi, R. Milito, J. Zhu, S. Addepalli, Fog computing and its role in the Internet of Things, in; Proceedings of the First Edition of the MCC Workshop on Mobile Cloud Computing, 2012, pp. 13–16.

R. Cisco, M.Y. Upc, M. Nemirovsky, Fog computing, in: Proc. Cloud Assist. Serveys Eur. Conf. Bled, 2012, pp. 1–15.



Modern computing paradigms

Cloud computing
Mobile cloud computing
Fog computing

Edge computing

Advantages Limitations

“A key technology to assist wireless 
networks with Cloud Computing-like 
capabilities to provide low-latency and 
context-aware services directly from the 
network Edge.”

S. Kekki, W. Featherstone, Y. Fang, P. Kuure, A. Li, A. Ranjan, D. Purkayastha, F. Jiangping, D. Frydman, G. Verin, et al., MEC In 5G networks, ETSI White Paper 28 (2018) 1–28.



Where does the cloud continue?

IoTs

Edge

Fog

Cloud

Bittencourt, Luiz Fernando et al. “The Internet of Things, Fog and Cloud Continuum: Integration and Challenges.” ArXiv abs/1809.09972 (2018): n. pag.



Cloud Continuum
An extension of the traditional Cloud towards multiple entities 
(e.g., Edge, Fog, IoT) that provide analysis, processing, storage, 
and data generation capabilities.

S. Moreschini, F. Pecorelli, X. Li, S. Naz, D. Hästbacka and D. Taibi, "Cloud Continuum: The Definition," in IEEE Access, vol. 10, pp. 131876-
131886, 2022, doi: 10.1109/ACCESS.2022.3229185.
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Objective :



Use cases
• Immersive applications
• Autonomous vehicles
• Video streaming
• Space-Terrestrial 
• Robotics
• IoT T-FG-NET2030-2020-SUB.G1-PDF-E



Characteristic

HETEROGENEOUS DISTRIBUTED REQUIREMENTS



Challenges 
• Resource Orchestration

• Dynamic Allocation 
• Network Partitioning
• Positioning
• Localization 
• Job Scheduling
• Task Offloading

• Interoperability
• Performance 

• Scalability
• Mobility
• Consistency
• … 

• Robustness
• Security 



Task 
Offloading
“The transfer of resource-
intensive computational 
tasks to an external, 
resource-rich platform such 
as the ones used in Cloud, 
Edge or Fog Computing.”

Saeik F., Avgeris M., Spatharakis D., Santi N., Dechouniotis D., Violos J., Leivadeas A., Athanasopoulos N., Mitton N., Papavassiliou S. Task offloading in edge and cloud computing: A survey on mathematical, artificial 
intelligence and control theory solutions



Challenges
• What to offload?
• Why to offload?
• When to offload (static or dynamic)?
• Where to offload?
• How to offload?



Objective
• Delay
• Energy
• Bandwidth
• Load balancing
• Deployment cost
• Model accuracy
• Multi-objective



Configuration
views

User/server-oriented edge architectures

Offloading decision.

Granularity-based offloading decision.

Computation offloading sub-problems.

Device-Edge-Cloud communication strategy.



Methodologies

• Mathematical optimization algorithms
• Control theory-based algorithms
• AI-based optimization algorithms



Problem formulation
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Choudhury, Alok, Manojit Ghose, and Akhirul Islam. "Machine learning-based computation offloading in multi-access edge computing: A survey." Journal of Systems Architecture (2024): 103090.



Latency minimization
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Choudhury, Alok, Manojit Ghose, and Akhirul Islam. "Machine learning-based computation offloading in multi-access edge computing: A survey." Journal of Systems Architecture (2024): 103090.



RL-based Solution

• Task： =, t , ?, t , @, t  

• Latency： τ-,/ ≈ !01 + !2+3# = 4!
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Wireless Signal Processing and Networking Laboratory (WSPN), Beijing University of Posts and Telecommunications (BUPT), “A joint computing offloading and resource allocation method for 
5G multi-access edge computing”, 2022.9.22.



RL-based Solution

• Action：a t = α,,: J , O: J ∈ b

• Observation：s t = cNd@, @Kef@ = O t , V t , U J , W- t , D- t , T- t ∈ i

• Reward：ℛ t = ℱ t − l t = mKn 79∑,∈B∑:∈; α-,/ J τ-,/ J − pC ∑:∈; 1 − α,,: J

Wireless Signal Processing and Networking Laboratory (WSPN), Beijing University of Posts and Telecommunications (BUPT), “A joint computing offloading and resource allocation method for 
5G multi-access edge computing”, 2022.9.22.



Evaluation Metrics

LATENCY ENERGY 
CONSUMPTION

BANDWIDTH 
UTILIZATION

RESPONSE TIME SYSTEM COST ALGORITHM 
EFFICIENCY

MULTI OBJECTIVE 
FUNCTION



Challenges in 
ML-based 
offloading

ENERGY 
CONSUMPTION

PROBLEM 
FORMULATION 

TECHNIQUE

PARTITIONING 
GRANULARITY

RESOURCE 
UTILIZATION

RESOURCE 
SCHEDULING

MOBILITY



Conclusion
• Cloud / IoT Continuum
• Task Offloading
• ML-based solution
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